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In the context of  the dominance of  the Keynesian paradigm and the use 
of  economic policies to stabilise economic fluctuations, the world economy 
experienced decades of  sustained growth. Nonetheless, the mid-1970s 
witnessed a severe crisis and a deep recession that called the attention of  
researchers to revisit the analysis of  the nature of  business cycles (BC). 
Ever since, numerous theories have been put forward to investigate their 
causes, transmission mechanisms and effects.1 In turn, on the empirical side, 
different methodologies have been introduced to analyse the main features 
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of  business cycles, but soon two of  them became the most popular in the 
literature. The first one is called growth cycles, an approach linked to the real 
BC theory proposed by Lucas (1977) and to the empirical methodology by 
Kydland and Prescott (1990).2

The application of  this approach has contributed significantly to 
understand the dynamics of  business cycles, but it has been criticised for being 
linear in nature, especially because several papers have presented evidence 
suggesting that many macroeconomic variables cannot be characterised as 
though they were generated by underlying linear processes. Therefore, 
conventional linear models may not be able to satisfactorily represent the 
effects of  episodes of  turbulence, economic crises and structural changes in 
the dynamics of  economic series (see, for example, Neftçi 1984; DeLong 
and Summers 1986; Sichel 1989, 1993). This evidence has led researchers to 
develop appropriate methodologies to comprehend these BC characteristics 
by using the pioneering ideas of  Mitchell (1927) and Burns and Mitchell 
(1946), who define cycle as a sequence of  different regimes. A major issue 
in this view, known as the classical business cycles approach, is the detection 
of  asymmetric characteristics (magnitude, duration and volatility) over the 
BC regimes (see also Hamilton 1989; Teräsvirta and Anderson 1992; Potter 
1995). The present paper contributes to this tradition. 

In spite of  this, there seems to be only few studies analysing asymmetric 
characteristics for other macroeconomic variables in developing countries. 
For example, Mejía (2003c) uses the classical business cycles approach 
proposed by Artis, et al. (1997) to characterise the regimes of  four 
macroeconomic variables of  the Mexican economy and to measure their 
relation with the BC regimes. In turn, applying the techniques introduced by 
Harding and Pagan (2002, 2005), Du Plessis (2006) measures the duration, 

2 This methodology consists of  analysing the co-movement between the main (de-trended) 
macroeconomic variables over time. The coincidence between movements over (or below) the 
deterministic or stochastic trend is very important to determine the stylised facts. It has been widely 
used to study the experience of  both developed countries (Backus et al. 1995) and developing 
economies (Agénor et al. 2000; Mejía 2003a).
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steepness and amplitude over the national BC regimes for a set of  nine 
macroeconomic variables of  seven emerging economies. In addition, he 
estimates the relation between these variables and the BC regimes by means of  
a concordance index. Let us notice that Mejía (2003c) and Du Plessis (2006) 
try to measure the synchronisation between the regimes of  different variables 
and the regimes of  the BC. In this paper, our objective is to set the scene to 
extend the analysis further in the said direction. 

It is important to point out that the cost of  estimating a nonlinear model 
for any purpose is higher than that associated to a linear model. Thereby, 
it is necessary to test the relevance of  this kind of  dynamics before taking 
on greater projects aiming to model them. Furthermore, before developing 
theoretical models in order to explain nonlinear dynamics and relations, it 
is necessary to demonstrate that this is a sensible issue. In this context, our 
objective is to provide empirical evidence on the importance of  asymmetries 
over the BC regimes in the dynamics of  a set of  Mexican macroeconomic 
variables.3 To do so, we apply the asymmetry measures introduced by Sichel 
(1993), which evaluate asymmetries in mean. Afterwards, we explore whether 
the evidence of  asymmetries can be associated to an asymmetric behaviour 
over the BC by estimating econometric models which try to distinguish the 
difference in mean and volatility over the BC regimes. Our results suggest 
that these types of  asymmetries are significant in several cases. The need 
of  researching further these characteristics is an immediate implication. 
This is our main contribution to the understanding of  the dynamics of  the 
Mexican economy’s business cycle. 

The rest of  the paper is organised as follows: section 1 presents some 
basic definitions related to the classical business cycles approach; in section 
2 we present the tests to be used and their statistical properties; in section 3 
the data set is described and the results are presented and discussed; finally, 
some conclusions are stated.

3 In other words, we analyze asymmetries in the dynamics of  these variables over the regimes of  the 
reference cycle, which differs from the approach of  Mejía (2003c) and Du Plessis (2006) who identify 
the asymmetries over regimes of  the specific cycles of  each variable. 
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The analysis of  classical business cycles is implicitly based on the definition 
by Burns and Mitchell (1946:3): 

“Business cycles are a type of  fluctuation found in aggregate economic activity of  nations that 
organise their work mainly in business enterprises: a cycle consists of  expansions occurring 
at about the same time in many economic activities, followed by similarly general recessions, 
contractions, and revivals, which merge into the expansion phase of  the next cycle; this 
sequence is recurrent but not periodic; in duration business cycles vary from more than one 
year to ten or twelve years; they are not divisible into shorter cycles of  similar character with 
amplitudes approximating their own.”

Although modern theories emphasise only two regimes, expansion and 
recession, the representation of  the cycle as a sequence of  regimes has lasted 
up to now. One branch of  the literature has devoted important efforts to the 
documentation of  asymmetries over the BC regimes on the basis of  some early 
observations. For long Mitchell (1927) claimed that “the most violent declines 
exceed the most considerable advances […]. Business contractions appear to 
be a briefer and more violent process than business expansions”. Likewise, 
Keynes (1936:314) argued that “[…] the substitution of  a downward for an 
upward tendency often takes place suddenly and violently, whereas there is, 
as a general rule, no such sharp turning point when an upward is substituted 
for a downward tendency”. 

After the publication of  Neftçi’s (1984) seminal paper, a revival of  the 
classical business cycles analysis in the spirit of  Mitchell (1927) and Burns 
and Mitchell (1946) has been seen in the 1980s. Specifically, this approach 
emphasises the differences in the dynamics and relationships of  economic 
variables between the BC regimes. For the purposes of  this paper, it is of  
particular interest the fact that the mean growth rate is lower in recessions 
than in expansions, whilst volatility is higher in the former than in the 
latter; these patterns have been called asymmetries in mean and volatility, 
respectively (see also DeLong and Summers 1986; Sichel 1989, 1993; Kähler 
and Marnet 1992). 

Although the analysis of  the nature of  these patterns is still in its 
early stages, several theoretical explanations have been advanced. For 
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example, Ishikawa (2003) claims that positive shocks can be interpreted 
as technological innovations, so economic agents may need some time to 
adopt a new technology and to learn how to use it efficiently. Therefore, 
the effects of  such shocks diffuse over the economy with some time lag. 
On the contrary, negative shocks might immediately decrease the level or 
growth of  productivity since no learning is needed to lose productivity. 
On the other hand, Chalkley and Lee (1998) suggest that recoveries from 
a recession are usually protracted by agents, since risk aversion prevents 
them to act promptly on receiving good news; conversely, the arrival of  
recessions is prompt, since risk aversion encourages them to act quickly on 
receiving bad news. Finally, Gilchrist and Williams (2000) develop a model 
where capacity constraints result in lower increases in expansions and larger 
decreases in recessions.

In a more general perspective, some other explanations have been 
proposed to give accounts of  nonlinear dynamics and relationships between 
variables due to factors such as market frictions, multiple equilibria, non-
reversible dynamics, regime shifts and structural instability, among others. 
On this basis, it has been possible to explain nonlinearities associated to 
asymmetric characteristics and dynamics of  output, investment, employment, 
unemployment, real exchange rate, inflation rate and interest rate, among 
others.4 

 
M����������

The search for asymmetries over the BC in the dynamics of  the Mexican 
macro-aggregates consists of  two stages. Firstly, the claims of  Mitchell 
and Keynes imply that economic downturns are brief  and severe, whereas 
upturns are longer and more gradual. This implies that there should be 
significant skewness in a frequency distribution of  the output growth 
rates (that is, the distribution should have significantly fewer than half  its 

4 See Granger and Teräsvirta (1993) and Dufrénot and Mignon (2002), for an overview of  this literature; 
giving a full account of  it would demand a large space and it is beyond the aim of  this paper.
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observations below the mean) and the median of  the output growth rate 
should exceed its mean by an important amount. In addition, when kurtosis 
is significant there may be an important amount of  outliers (DeLong and 
Summers 1986).5

A more formal procedure consists of  the application of  the Sichel’s 
(1993) tests, which allow for two types of  asymmetry in mean being tested: 
steepness and deepness. Steepness occurs when contractions are steeper 
than expansions, whilst deepness is found when troughs are deeper than 
peaks’ height. In that sense, the statistics are designed to test the detrended 
component xt of  the variable yt (expressed in natural logarithms) for the 
presence of  asymmetries according to:

xt = yt – τt

where τt is a non-stationary trend component and xt is a stationary 
component, possibly consisting of  a cyclical component and a purely random 
variable. Along the definitions introduced by Sichel (1993), a time series 
exhibiting deepness should have fewer observations below trend than above 
it, but the average deviation of  observations below trend should exceed the 
average deviations of  observations above. Thus, ‘deepness’ is associated 
with significant negative skewness relative to trend, which suggests the 
following test statistic:
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5 For a symmetrical distribution about its mean, the skewness is zero and for a symmetrical (unimodal) 
distribution, the mean, median and mode are equal. A distribution is negatively skewed if  the left 
tail is longer. Then mode > median > mean. A peaked curve is leptokurtic, as opposed to a flat one 
(platykurtic), relative to one that is mesokurtic. The kurtosis for a mesokurtic curve is 3. Skewness 
can be measured by the third moment divided by the cube of  the standard deviation. Kurtosis can 
be measured by the fourth moment divided by the standard deviation raised to the fourth power 
(see Salvatore 1982). This methodology has been applied by Mejía (2003b, 2004).

[1]

[2]
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where x is the mean of  xt, σ(x) is the standard deviation of  xt and T is the 
sample size. 

Given the possibility of  serial correlation and heteroscedasticity in xt, 
an asymptotic consistent standard error of D(x) is needed. To obtain it, let 
us define the following variable:

z
x x

xt
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The resulting estimated coefficient of  the regression of  this variable on a 
constant is identical to D(x) in [2], whilst the ratio of  D(x) to the Newey-
West (1987) standard error is asymptotically normal. Thus, conventional 
critical values can be used to test the null that the corresponding population 
parameter is zero. 

Similarly, for a time series exhibiting ‘steepness’, sharp decreases should 
be larger but less frequent than more moderate increases, implying significant 
negative skewness in the first differences of  the series. These properties 
suggest the following test statistic:
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where ∆x and σ(∆x) are the sample mean and standard deviation of  ∆x, 
respectively, and ST(∆x) and its standard error are calculated in a manner 
analogous to D(x).6

6 It should be noted that although the preceding discussion focuses on the recessionary interpretations 
of  deepness and steepness, a time series may also exhibit asymmetry of  a converse nature. Similarly, 
a series may exhibit ‘expansionary steepness’ and positive skewness in first differences, due to sharp 
increases being larger but less frequent than rather moderate decreases. 

[4]

[3]
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Second, it is important to underline that asymmetries identified with this 
methodology can be related or not to BC regimes: these statistics measure 
the degree of  skewness in the distribution of  different transformations of  the  
series, but they are not designed to capture the correspondence between 
those asymmetries and the BC regimes. This issue is addressed by using a 
different framework. In particular, we specify and estimate autoregressive 
(AR) models of  order q and test the residuals for specification errors that 
could indicate the existence of  asymmetries both in mean and variance.7 
This is a sensible approach to determine the presence of  asymmetries 
given that linear and Gaussian models are incapable of  generating spurious 
asymmetric fluctuations.8

Specifically, the Regression Specification Error Test (RESET) is applied 
to the residuals of  the estimated models. The RESET, introduced by Ramsey 
(1969), is a general specification test with power on several possibilities 
among which we can find the omission of  variables, incorrect functional 
form and correlation between the explanatory variables and the disturbance 
term as well as nonlinearity resulting from combinations of  the powers 
and cross products of  lagged values of  the variable (in the context of  
autoregressive models). However, it is broadly known that this test has 
low power since it suggests neither the form of  the nonlinearity nor the 
causes of  the specification error because of  which it can only give indicative 
evidence of  nonlinearities in mean. On the other hand, the importance of  
nonlinearity in the conditional variance is evaluated according to the lines 
proposed by Engle (1982): if  the conditional variance of  the residuals of  an 
AR model can be modelled as a function of  its own lags, there is evidence 

7 We used autoregressive models ‘without holes’, which means that the chosen model includes all 
the lags from 1 up to q.
8 In particular, given that an AR model of  a variable xt has a moving average representation, it can 
be expressed by a linear combination of  identically, independently and symmetrically distributed 
Gaussian disturbances. See Teräsvirta and Anderson (1992), Granger and Teräsvirta (1993), Potter 
(1999) and Van Dijk et al. (2002) for a deeper discussion on these issues. Potter also offers a wide 
exposition on the methodological aspects of  nonlinearity testing.
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of  Autoregressive Conditional Heteroscedasticity (ARCH), which can be 
taken as an indication of  nonlinearity in variance.9 

It must be emphasised that the evidence of  asymmetries and specification 
errors may be associated to differentiated (asymmetric) dynamics of  the 
macroeconomic variables over the phases of  the BC (expansion and recession). 
Nevertheless, that it is not necessarily the case since such evidence can 
be linked to some other characteristics of  the series. Thus, we explicitly 
need to explore whether these asymmetries and specification errors can be 
actually associated to the BC regimes. 

To carry on with this task, we apply the extended Acemoglu and Scott’s 
(1994) specification proposed by Andreau et al. (2000). To evaluate the 
existence of  asymmetries in the conditional mean linked to the BC regimes, 
the following regression is applied: 

∆ ∆y S y S y y et t t t t i t i
i

p

t= + + + + +− − −
=
∑α µ β ρ γ1 1 1 1 1 1

1
1

where y is a stationary variable (first difference) and S is a dummy variable 
that defines the BC regime at which the economy is: S = 1 when the economy 
is in recession and S = 0 if  it is in expansion. As Millard et al. (1997) 
argue, pro-cyclical asymmetry exists when µ1ˆ  is statistically significant and 
negative, and vice versa. Similarly, there is evidence of  dynamic asymmetry 
if  the persistence of  y varies over the regimes, which requires ρ1ˆ  being 
statistically different from zero. Since both effects generate asymmetries 
over the BC, we just refer to them as asymmetries in the conditional mean. 

In turn, to evaluate whether the ARCH patterns can be associated 
to asymmetries in volatility the following extension of  the previous 
formulation is used: 
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9 See Granger and Teräsvirta 1993, Chapter 6, for a wide discussion on this issue.

[5]
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where ( )∆yt
2 is the squared of  the deviations of  the series with respect to its 

mean. In this formulation, the estimated intercept-coefficient  µ2ˆ  measures 
the dependence of  the variance of  yt on the BC regimes, whilst the dynamic 
asymmetry coefficient ρ2ˆ  evaluates whether the ARCH pattern changes over 
the BC regimes.10 Notice that equation [6] is estimated for the first difference 
of  the (logs of  the) series, given that volatility is interpreted as the evolution of  
the squared deviations of  the series with respect to its mean. 
 
R������

The described methodologies are applied to analyse the dynamics of  the 
following variables of  the Mexican economy: industrial production (IP), 
manufacturing production (MP), investment (I), unemployment rate (UR), 
employment (E), inflation rate (P), nominal interest rate (NI), real interest 
rate (RI), real exchange rate (RER), exports (X), imports (M) and trade 
balance (NX). The monthly series have been seasonally adjusted by using 
the United States Census Bureau’s X-12 seasonal adjustment program 
provided in EViews 6.0, when necessary. The period of  analysis spans from 
1970 to 2007 and the data source is the Instituto Nacional de Estadística, 
Geografía e Informática (INEGI); see Data Appendix for details.11 The results 
are discussed in detail below. 

Basic statistical properties

As a first step in the analysis, we computed the basic statistics of  the series 
and evaluated their stationarity properties with informative purposes; the 
results are shown in table 1. The basic statistics of  the annual transformations 
of  the series12 show a great heterogeneity in their performances. For example, 

10 Notice that existing asymmetries in the conditional variance can be in fact a consequence of  
asymmetries in mean, given that the effects on the conditional mean are not excluded. 
11 Data was obtained from the web site: <http://www.inegi.gob.mx>.
12 For variables expressed in dollars, people and indexes, such as industrial and manufacturing 
production, investment, employment, real exchange rate, imports and exports, we considered the 
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it can be observed that the trade variables have exhibited greater average 
annual growth rates (around 10%) than the output and employment 
indicators (around 3.5%). On the other hand, variables such as inflation 
rate, unemployment rate, real interest rate and real exchange rate have 
experienced low annual variations, but very high volatility, as measured by 
their standard deviations and the ranges of  their values. 

Also notice that the basic statistics can provide preliminary evidence 
of  asymmetric characteristics of  the variables. As DeLong and Summers 
(1986) have pointed out, the aforementioned claims of  Mitchell and Keynes 
imply that there should be significant skewness in a frequency distribution 
of  the growth rates of  output and the median should exceed the mean by 
an important amount. In addition, they argue that the excess of  kurtosis can 
result from the significance of  outliers. Several conclusions can be drawn 
from the statistics in table 1. First, the relationship between the mean and 
the median suggests that asymmetries can be important in the cases of  the 
industrial and manufacturing production, the international trade variables 
and investment. Second, the skewness is negative in the previous five cases 
as well as in those of  employment, the inflation rate and the nominal interest 
rate. In the other four cases (UR, RI, RER and NX) skewness is positive, 
suggesting that the distribution of  their annual variations is positively biased. 
Third, there is an excess of  kurtosis in nine out of  twelve cases, which 
derives in leptokurtic distributions (reflecting the importance of  extreme 
observations also shown in the range of  the data). Fourth, the normality 
test proposed by Jarque and Bera (1980) summarises these properties of  
the series: the evidence does not support the null of  normality of  the 
variables (at 1% of  significance). To sum up, this information suggests that 
asymmetries can be important in the cyclical fluctuations of  these Mexican 
macroeconomic variables. 

To complete the statistical characterisation of  the series and following 
the tradition introduced by Nelson and Plosser (1982), we next determine 

statistics of  the annualised growth rate, whilst for the rest of  the variables –unemployment rate, 
inflation, nominal and effective real interest rate (expressed in percentages) and trade balance– we 
based the calculations on the annualised variations.
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T���� 1
Basics statistics and unit root test

Basics statistics Basics statistics

 IP MP I UR E P NI RI RER M X NX

Annualised growth rates Annualised growth rates

Mean 3.64 3.52 2.56 –0.01 2.57 –0.04 –0.58 0.34 –0.26 9.65 10.04 –17.35
Median 4.40 3.93 6.10 –0.09 2.49 –0.83 –0.66 –2.68 –5.00 13.47 11.68 –100.40
Standard deviation 6.13 6.03 14.95 1.00 4.21 25.22 18.43 32.46 15.13 22.17 13.25 691.85
Maximum 18.39 20.70 26.50 4.00 10.82 75.48 60.33 210.65 59.10 51.51 59.00 2 525.40
Minimum –15.97 –14.45 –59.66 –2.30 –9.79 –142.63 –106.29 –102.05 –26.46 –106.37 –38.30 –2 285.30
Skewness –0.65 –0.43 –1.56 0.96 –0.59 –1.70 –1.07 2.30 1.71 –2.32 –0.53 1.33
Kurtosis 3.45 3.16 5.64 5.85 3.02 12.89 10.55 15.67 5.86 11.52 5.07 5.98
Normality 0.000 0.001 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.008

Unit root tests Unit root tests

Levels (logs) Levels (logs)

��-��� –1.469 –2.247 –1.989 –2.378 –2.546 –2.111 –1.807 –3.930** –3.118** –0.207 0.444 –2.677***
�� –2.983 –2.449 –2.911 –2.455 –1.598 –2.648 –2.956 –3.722** –2.692 –0.122 –0.085 –3.315***
p-value 0.138 0.353 0.161 0.350 0.791 0.259 0.146 0.022 0.241 0.994 0.995 0.066
���� 0.269* 0.152** 0.227* 0.152** 0.143*** 0.344* 0.137*** 0.128* 0.272* 0.457* 0.486* 0.107

Differences (logs) Differences (logs)

��-��� –6.733* –1.897*** –4.680* –1.628*** –3.357* –4.426* –11.014* –9.072* –5.781*** –3.206* –1.874 –2.196**
�� –38.967* –20.520* –25.667* –18.629* –8.388* –8.526* –10.642* –8.143* –18.743* –21.899* –21.816* –20.914*
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
���� 0.171 0.066 0.113 0.078 0.108 0.063 0.119 0.018 0.042 0.916 1.103 0.045
Notes: P, NI, RI, UR, and NX are annual variations. (***) significant at 10%, (**) significant at 5%, 
(*) significant at 1%.



 L������ ��� ����������� ���� ��� M������ �������� ����� 27

T���� 1
Basics statistics and unit root test

Basics statistics Basics statistics

 IP MP I UR E P NI RI RER M X NX

Annualised growth rates Annualised growth rates

Mean 3.64 3.52 2.56 –0.01 2.57 –0.04 –0.58 0.34 –0.26 9.65 10.04 –17.35
Median 4.40 3.93 6.10 –0.09 2.49 –0.83 –0.66 –2.68 –5.00 13.47 11.68 –100.40
Standard deviation 6.13 6.03 14.95 1.00 4.21 25.22 18.43 32.46 15.13 22.17 13.25 691.85
Maximum 18.39 20.70 26.50 4.00 10.82 75.48 60.33 210.65 59.10 51.51 59.00 2 525.40
Minimum –15.97 –14.45 –59.66 –2.30 –9.79 –142.63 –106.29 –102.05 –26.46 –106.37 –38.30 –2 285.30
Skewness –0.65 –0.43 –1.56 0.96 –0.59 –1.70 –1.07 2.30 1.71 –2.32 –0.53 1.33
Kurtosis 3.45 3.16 5.64 5.85 3.02 12.89 10.55 15.67 5.86 11.52 5.07 5.98
Normality 0.000 0.001 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.008

Unit root tests Unit root tests

Levels (logs) Levels (logs)

��-��� –1.469 –2.247 –1.989 –2.378 –2.546 –2.111 –1.807 –3.930** –3.118** –0.207 0.444 –2.677***
�� –2.983 –2.449 –2.911 –2.455 –1.598 –2.648 –2.956 –3.722** –2.692 –0.122 –0.085 –3.315***
p-value 0.138 0.353 0.161 0.350 0.791 0.259 0.146 0.022 0.241 0.994 0.995 0.066
���� 0.269* 0.152** 0.227* 0.152** 0.143*** 0.344* 0.137*** 0.128* 0.272* 0.457* 0.486* 0.107

Differences (logs) Differences (logs)

��-��� –6.733* –1.897*** –4.680* –1.628*** –3.357* –4.426* –11.014* –9.072* –5.781*** –3.206* –1.874 –2.196**
�� –38.967* –20.520* –25.667* –18.629* –8.388* –8.526* –10.642* –8.143* –18.743* –21.899* –21.816* –20.914*
 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
���� 0.171 0.066 0.113 0.078 0.108 0.063 0.119 0.018 0.042 0.916 1.103 0.045
Notes: P, NI, RI, UR, and NX are annual variations. (***) significant at 10%, (**) significant at 5%, 
(*) significant at 1%.



28 P���� M����-R���� ��� M����� Á���� D���-C������

the order of  integration of  the variables by using three different unit root 
tests: the Generalised Least Squares Dickey Fuller (DFGLS) test of  Elliot et al. 
(1996), the Phillips and Perron (1988) (PP) test and the Kwiatkowski, Phillips, 
Schmidt and Shin (1992) (KPSS) test. The former two tests evaluate the null 
hypothesis of  unit root, correcting serial correlation and heteroscedasticity, 
while the latter test the null of  stationarity. These tests are applied to deal with 
the size and power problem of  unit root tests pointed out in the literature: the 
robustness of  the results is implicitly evaluated by using test that considered 
opposite cases under the null hypothesis, which reduces the possibility of  
erroneously reject the correct hypothesis.13 

Specifically, we evaluate whether the series in levels (logs) are stationary 
around a deterministic linear trend (trend-stationary) and whether the 
differences of  the logs are stationary around a constant (mean-stationary). 
The results, shown in table 1, suggest that the series are integrated of  order 1, 
I(1), or nonstationary around a trend, except in a few cases. The DFGLS test 
suggests that real interest rate (RI), trade balance (NX) and real exchange  
rate (RER) are trend-stationary, whilst the PP test implies that this is the 
case of  real interest rate (RI), imports (M) and trade balance (NX). Let us 
notice, however, that the KPSS test cannot reject the null of  stationarity only 
in the case of  trade balance (NX). Given the limitations that most unit root 
tests may have (see Maddala and Kim 1998), we conclude that the evidence 
of  stationarity is only robust for NX. Therefore, all the other variables can  
be considered as I(1). On the contrary, the first differences of  the logs of  the 
series appear as stationary according to the three unit root tests. As it is very 
well known, these results imply that the shocks (both random and policy-
induced) experienced by the stationary transformation of  the variables can 

13 However, we are aware that this practice does not completely overcome those limitations. It is also 
important to keep in mind that there are some other problems related to the analysis of  stationarity, 
namely the effects of  structural changes and regime-switches on the stationarity of  the series (see 
Maddala and Kim 1998). However, the analysis of  these issues would require a specific paper and 
it is beyond our aims in this one.
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have transitory effects only, which implies that eventually the series revert to 
their means. These results are consistent with those reported in the literature 
by Cuadros (2000), Loría (2001), Esquivel and Razo (2002), Castillo (2002) 
and Galindo and Catalán (2003), who analysed the stationarity of  several 
of  the variables considered in this paper. It is worthwhile to point out that 
for a period similar to ours, only Galindo and Catalán (2003) analyse the 
stationarity of  the real interest rate in the presence of  structural change; their 
results nonetheless, suggest that this variable is stationary both considering 
it and without taking it into account. 

So far our findings imply that several Mexican macroeconomic variables 
exhibit non-conventional features, which may have been generated by 
underlying nonlinear processes that yield asymmetric characteristics. In the 
next section we address this issue by using a more formal approach. 

Evidence on asymmetries

The results obtained from the application of  expressions [2] and [4] to 
measure asymmetries are reported in table 2. According to the argument 
suggested by Sichel (1993), the deepness test was applied to the de-trended 
component of  each series, so we can check whether fewer observations lie 
below the mean than above and whether their average is larger than that 
of  the observations above that same mean. The trend was removed by 
applying the corrected version of  Hodrick and Prescott’s (1997) filter (HPC) 
suggested by Ravn and Uhlig (2002). In turn, the steepness analysis is based 
on the first difference of  each series, so we can evaluate whether decreases 
in the series are larger than increases. As requested by Sichel (1993), the HPC 
filter extracts ct to test for deepness and the first difference let us obtain 
∆ct to evaluate steepness.14

14 These filters satisfy the requirements established by Sichel (1993) so they do not induce spurious 
asymmetry. These criteria are: a) the detrending filter has a linear representation; b) the filters induce 
stationarity, and c) the filters extract the appropriate component for the asymmetry test. 
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T���� 2
Deepness and steepness tests

Variable
Deepness (ct) Steepness (Δct)

Coefficient t-statistic p-values Coefficient t-statistic p-values

IP –0.262 –0.676 0.499 1.019 1.924 0.055
MP –0.178 –0.519 0.604 0.921 1.787 0.075
I –0.543 –1.037 0.301 –0.242 –0.814 0.416
UR 1.731 1.395 0.164 0.267 1.073 0.285
E –0.616 –1.187 0.237 –1.347 –1.348 0.179
P 1.806 1.305 0.192 –0.814 –0.547 0.585
NI 2.991 1.308 0.192 –2.412 –0.769 0.442
RI 0.794 0.456 0.648 0.748 0.519 0.604
RER 0.320 0.771 0.441 5.124 1.805 0.072
M –0.483 –0.497 0.619 –0.743 –0.845 0.399
X –0.540 –0.924 0.356 0.119 0.231 0.817
NX 0.100 0.239 0.811 0.463 0.657 0.512
Note: ct is the cyclical component obtained by the application of the corrected Hodrick-Presco� 
filter and Δct is the first difference of the series.

Table 2 contains the estimated values of D(x) and ST(Δx), their related 
t statistics and the p-values associated to the null that the statistics are 
equal to zero. According to these results there seems to be no evidence of  
deepness for any variable at any conventional level of  significance. Moreover, 
steepness is significant only in the cases of  industrial and manufacturing 
production and the real exchange rate. For the former two cases, these results 
could be considered as evidence of  asymmetric dynamics over the BC given 
that industrial and manufacturing production are often used as indicators 
of  the cycle. As for the case of  the real exchange rate the evidence can be 
read in an opposite way: asymmetry is related to the fact that increments 
(depreciations) have been larger than decreases (appreciations); this has 
been documented above on the basis of  the basic statistics. 

Next, we analyse whether asymmetric characteristics of  the series can 
be related to the regimes of  BC by using an auto-regression framework, as 
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it is largely done in this literature. Furthermore, the analysis is extended 
to address the significance of  ARCH patterns and their relationship to the 
cycle regimes. 

Autoregressive models and asymmetries over the ��

Aiming to detect specification errors that may indicate the existence of  
asymmetries both in mean and variance, we estimate ar models of  order q. 
Specifically, as mentioned above, we evaluate the linear specification by using 
the RESET (Ramsey 1969) and the presence of  ARCH patterns by means of  the 
Engle’s (1982) test. The order of  the AR models for the first difference of  
each series was determined by following a ‘general to specific’ approach, 
starting from 12 lags up to 1.15 The model that minimises the Schwarz 
criterion was chosen as the final model; the results and the specification 
tests are presented in the first part of  table 3. 

The second column reports the order of  the estimated AR model for each 
variable. According to the RESET results, the null of  adequate specification is 
rejected in all cases at least at 5% of  significance, except for the investment 
indicator. Additionally, the null is also rejected at a significance level of  10% 
in the case of  the real exchange rate. In turn, the null of  no ARCH (of  orders 
1 and 2) is rejected at least at 5% of  significance for most variables and 
only in the case of  the RER this happens at a significance level of  10%. The 
statistical properties of  the residuals are also reflected in Jarque and Bera’s 
(1980) normality test: the null of  normality is rejected in all cases at 1% of  
significance, except for the unemployment rate. 

As it is well known, RESET is a general test that indicates an inappropriate 
specification, but it does not give any information about the cause of  the 
problem. In turn, the ARCH test suggests the existence of  heteroscedasticity 
possibly linked to clustering volatility. To determine whether this evidence 
can be associated to the BC regimes of  the Mexican economy we estimate 

15 The procedure is as follows: AR models (‘without holes’) of  a decreasing order are estimated and 
then the associated values of  the Schwarz criterion are compared; here we report the results for the 
model that minimises it. 
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T���� 3
Asymmetries in mean and volatility

Autoregressive linear models Asymmetries in mean Asymmetries in mean Asymmetries in volatility

 
Lags �����

����
Normality α1ˆ µ1ˆ β1

ˆ ρ1ˆ α2ˆ µ2ˆ β2
ˆ ρ2ˆ

 1 2

PI 6 0.000 0.000 0.000 0.000 0.023 –0.098 –0.003 0.018 0.001 0.000 0.413 –0.018
(0.120) (0.045) (0.349) (0.095) (0.000) (0.688) (0.000) (0.908)

MP 2 0.000 0.000 0.000 0.000 0.002 –0.078 0.002 0.012 0.001 0.000 0.387 –0.075
(0.904) (0.141) (0.619) (0.273) (0.000) (0.728) (0.000) (0.656)

I 5 0.121 0.000 0.000 0.000 0.075 –0.242 –0.013 0.045 0.003 0.000 0.101 0.201
(0.157) (0.015) (0.253) (0.038) (0.000) (0.608) (0.196) (0.063)

UR 1 0.001 0.000 0.000 0.423 0.285 –0.466 –0.095 0.192 0.132 –0.027 0.109 0.211
(0.004) (0.009) (0.001) (0.000) (0.000) (0.500) (0.190) (0.126)

E 3 0.001 0.000 0.000 0.000 –0.007 –0.200 0.001 0.012 0.000 0.000 0.105 0.691
(0.866) (0.067) (0.825) (0.072) (0.000) (0.322) (0.152) (0.000)

P 1 0.000 0.000 0.000 0.000 0.210 0.265 –0.013 0.011 2.793 6.427 0.695 –0.417
(0.168) (0.439) (0.001) (0.160) (0.087) (0.075) (0.000) (0.000)

NI 4 0.000 0.000 0.000 0.000 0.564 –0.219 –0.030 0.043 24.201 1.082 0.296 –0.243
(0.251) (0.816) (0.012) (0.057) (0.065) (0.965) (0.000) (0.277)

RI 2 0.006 0.000 0.000 0.000 0.177 –0.521 –0.065 0.026 33.681 3.042 0.398 –0.265
(0.648) (0.510) (0.000) (0.351) (0.032) (0.918) (0.000) (0.160)

RER 5 0.096 0.033 0.076 0.000 0.036 0.021 –0.030 –0.004 0.001 0.003 0.013 0.127
(0.035) (0.488) (0.020) (0.861) (0.127) (0.033) (0.834) (0.182)

M 3 0.002 0.033 0.001 0.000 0.073 –0.154 –0.006 0.014 0.001 0.003 0.195 –0.200
(0.009) (0.001) (0.053) (0.008) (0.013) (0.000) (0.068) (0.109)

X 4 0.000 0.000 0.000 0.000 0.007 0.035 0.001 –0.005 0.000 0.003 1.150 –1.023
(0.868) (0.612) (0.798) (0.523) (0.396) (0.007) (0.000) (0.000)

NX 2 0.046 0.001 0.003 0.000 –34.110 89.972 –0.055 0.029 54 084.530 –8 024.883 0.185 0.104
(0.045) (0.004) (0.018) (0.448) (0.000) (0.749) (0.003) (0.401)

∆yt = α1 + µ1St + β1 yt−1 + ρ1St yt−1 + γi ∆yt−i + e1t

p

i=1

ˆ ˆ ˆ ˆ (∆yt)
2
 = α2 + µ2St + β2 (yt−1) + ρ2St (∆yt−1)

2
 + e2t

  
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T���� 3
Asymmetries in mean and volatility

Autoregressive linear models Asymmetries in mean Asymmetries in mean Asymmetries in volatility

 
Lags �����

����
Normality α1ˆ µ1ˆ β1

ˆ ρ1ˆ α2ˆ µ2ˆ β2
ˆ ρ2ˆ

 1 2

PI 6 0.000 0.000 0.000 0.000 0.023 –0.098 –0.003 0.018 0.001 0.000 0.413 –0.018
(0.120) (0.045) (0.349) (0.095) (0.000) (0.688) (0.000) (0.908)

MP 2 0.000 0.000 0.000 0.000 0.002 –0.078 0.002 0.012 0.001 0.000 0.387 –0.075
(0.904) (0.141) (0.619) (0.273) (0.000) (0.728) (0.000) (0.656)

I 5 0.121 0.000 0.000 0.000 0.075 –0.242 –0.013 0.045 0.003 0.000 0.101 0.201
(0.157) (0.015) (0.253) (0.038) (0.000) (0.608) (0.196) (0.063)

UR 1 0.001 0.000 0.000 0.423 0.285 –0.466 –0.095 0.192 0.132 –0.027 0.109 0.211
(0.004) (0.009) (0.001) (0.000) (0.000) (0.500) (0.190) (0.126)

E 3 0.001 0.000 0.000 0.000 –0.007 –0.200 0.001 0.012 0.000 0.000 0.105 0.691
(0.866) (0.067) (0.825) (0.072) (0.000) (0.322) (0.152) (0.000)

P 1 0.000 0.000 0.000 0.000 0.210 0.265 –0.013 0.011 2.793 6.427 0.695 –0.417
(0.168) (0.439) (0.001) (0.160) (0.087) (0.075) (0.000) (0.000)

NI 4 0.000 0.000 0.000 0.000 0.564 –0.219 –0.030 0.043 24.201 1.082 0.296 –0.243
(0.251) (0.816) (0.012) (0.057) (0.065) (0.965) (0.000) (0.277)

RI 2 0.006 0.000 0.000 0.000 0.177 –0.521 –0.065 0.026 33.681 3.042 0.398 –0.265
(0.648) (0.510) (0.000) (0.351) (0.032) (0.918) (0.000) (0.160)

RER 5 0.096 0.033 0.076 0.000 0.036 0.021 –0.030 –0.004 0.001 0.003 0.013 0.127
(0.035) (0.488) (0.020) (0.861) (0.127) (0.033) (0.834) (0.182)

M 3 0.002 0.033 0.001 0.000 0.073 –0.154 –0.006 0.014 0.001 0.003 0.195 –0.200
(0.009) (0.001) (0.053) (0.008) (0.013) (0.000) (0.068) (0.109)

X 4 0.000 0.000 0.000 0.000 0.007 0.035 0.001 –0.005 0.000 0.003 1.150 –1.023
(0.868) (0.612) (0.798) (0.523) (0.396) (0.007) (0.000) (0.000)

NX 2 0.046 0.001 0.003 0.000 –34.110 89.972 –0.055 0.029 54 084.530 –8 024.883 0.185 0.104
(0.045) (0.004) (0.018) (0.448) (0.000) (0.749) (0.003) (0.401)

∆yt = α1 + µ1St + β1 yt−1 + ρ1St yt−1 + γi ∆yt−i + e1t

p

i=1

ˆ ˆ ˆ ˆ (∆yt)
2
 = α2 + µ2St + β2 (yt−1) + ρ2St (∆yt−1)

2
 + e2t

  
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equations [5] and [6]; the results are reported in table 3. The variable St was 
defined on the basis of  the BC regimes reported for Mexico by Mejía (2004)16 
which can be observed in graph 1.

G���� 1
Mexican business cycle regimes, 1970-2007

16 The regimes for the more recent period were determined by using the same methodology (see 
Artis et al. 1997).

Note: shadowed and clear areas represent recession and expansion episodes, respectively.

It is interesting to observe that the evidence of  inadequate specification 
suggested by the RESET test can be associated to asymmetries in mean only in 
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employment and imports there is evidence of  pro-cyclical asymmetry, given 
that µ1ˆ  is negative and statistically significant, which implies that the mean 
is lower during recessions than during expansions. Also, the fact that ρ1ˆ  is 
statistically different from zero, at least at 10%, reflects the existence of  
dynamic asymmetry in these cases, suggesting that the persistence of  the 
series varies over the BC regimes. Dynamic asymmetry is also present 
in the cases of  unemployment rate and nominal interest rate. In turn, the 
evidence suggests that the net exports exhibit counter-cyclical asymmetry. 
Notice that this approach indicates that asymmetries in mean are more 
common than Sichel’s tests, which may be related to the fact that regression 
[5] estimates explicitly the differences in mean across defined regimes, 
whilst the other tests are overall measures of  skewness. Also, notice that 
the results reported in this section are in line with those extracted from the 
basic statistics of  the data. 

On the other hand, the corresponding tests indicate that all series exhibit 
ARCH patterns. As it is known, this statistical characteristic of  the series can 
be modelled by using an AR specification in the squares of  the estimated 
residuals. However, our interest here is to evaluate whether these patterns 
can be related to the BC regime. In other words, we wish to decide whether 
the ARCH behaviour varies across the regimes. The results presented in 
Table 3 show that µ2ˆ  is statistically significant, implying that volatility is 
larger during recessions than during expansions in four cases: inflation rate, 
real exchange rate, imports and exports. In other four cases, investment, 
exports, real exchange rate and inflation, ρ2ˆ  is significantly different from 
zero, indicating that the ARCH component changes over the regimes. Overall, 
there is evidence of  regime dependent volatility in eight out of  12 series.

These results are in line with those reporting a positive and significant 
linear relationship between production, investment, employment and 
imports (see for example Alper 2002; Mejía 2003c). Also, they are consistent 
with those presented by Arango and Melo (2006), who find asymmetric 
dynamics over the BC in the industrial production of  Mexico. However, the 
most important implication of  our results is that the reaction of  several 
Mexican macroeconomic variables may be stronger during recessions than 
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during expansions: their falls during the former may be larger in absolute 
value than the increments during the latter, whilst the volatility may be higher 
during the former than during the latter. Regarding industrial production, 
investment, employment and unemployment, these facts may be associated 
to the costs of  adopting new technologies, the reactions before news by 
risk averse agents and capacity constraints (especially in the exporting 
sector) according to the lines suggested by Ishikawa (2003), Chalkley and 
Lee (1998) and Gilchrist and Williams (2000). Additionally, notice that 
recessions in Mexico have been characterised by high volatility explained 
by abrupt devaluations of  the nominal and real exchange rates and sharp 
increments in inflation and interest rates. This instability negatively affected 
the consumers and producers decisions, who postponed their purchases of  
capital and consumption goods, both imported and domestically produced. 
In turn, the stabilisation of  the economy may have caused an increase in the 
economic agents’ expenses, which could have started the reactivation of   
the economy. However, it is sensible to think that agents became averse to 
risk, so their reaction could have been smaller than that during recessions. 

C����������

This paper analyses the characteristics of  a set of  transformations of  twelve 
macroeconomic variables of  the Mexican economy in order to detect the 
presence of  asymmetries both in mean and variance and, if  so, to explore 
whether such dynamics can be associated to the regimes of  the BC. The set 
of  analysed variables includes the industrial and manufacturing production, 
investment, employment, unemployment rate, nominal and real exchange 
rate, nominal and real effective interest rate, inflation rate, exports, imports 
and trade balance. For most variables, even basic statistics suggest that the 
distributions of  the growth rates of  several variables are asymmetric: some 
real variables have a negative skewness, large range and excess of  kurtosis. 
It is remarkable the fact that all of  them have non normal distributions.

However, the results of  the application of  the statistical tests introduced 
by Sichel (1993) suggest the existence of  asymmetries in mean only for 
industrial and manufacturing production as well as for the real exchange 
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rate, and that refers to steepness. One fact that may explain why the Sichel’s 
tests yield less evidence of  asymmetries is that they are sensitive to outliers. 
Thus further research is needed to overcome this limitation of  the test. 

On the contrary, the estimated autoregressive models –which cannot 
induce spurious asymmetry– contain significant specification errors and 
ARCH patterns, which may be associated to asymmetries over BC regimes. A 
formal evaluation of  this conjecture let us conclude that there exists evidence 
of  asymmetries both in mean and variance in the cases of  investment and 
imports; of  asymmetries only in mean for industrial production, trade 
balance, employment, unemployment rate and nominal interest rate, and of  
asymmetries in variance for inflation rate, real exchange rate and exports. 

These findings provide initial evidence of  asymmetric characteristics 
over BC regimes and they are relevant in the sense that they suggest the need 
to use appropriate models to satisfactorily apprehend these characteristics 
for the Mexican macro-aggregates. This seems to be a sensible conclusion 
given that Mexico has experienced severe economic crises and deep structural 
transformations during the last decades. So, hardly the dynamics over time 
of  the macroeconomic variables have remained unchanged in this period. 
In these circumstances, nonlinear models can be useful in two different 
areas: structural change modelling and BC regime dependent dynamics of  the 
series. What is more, it is difficult to accept that the relationships between 
macroeconomic variables have remained stable. Therefore, modelling 
changes in the univariate dynamics of  the Mexican variables as well as in 
the relationships between them are a promising area for future research. 
Furthermore, once this empirical evidence is well established, specific 
theoretical formulations should be advanced to explain it. 
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DATA APPENDIX

Concept Variable Notation Period Measurement

Industrial 
production

Index of Physical Volume 
of Industrial Production IP 1970.01-

2007.01 Index

Manufacturing 
production

Index of Physical Volume 
of Manufacturing 
Production

MP 1970.01-
2007.01 Index

Investment Index of Gross Formation 
of Fix Capital I 1993.01-

2007.08 Index

Unemployment 
rate Open Unemployment Rate UR 1997.01-

2005.09 Percentage

Employment
Total of Workers enrolled 
in the Mexican Institute of 
Social Security

E 1998.01-
2007.09

Thousands
 of people

Inflation
Annualised Growth Rate 
of the National Consumer 
Price Index

P 1971.01-
2007.10 Percentage

Nominal 
interest 
rate

Interest rate of the 
Public Bonds, Treasury 
Certificates (28 days)

NI 1980.01-
2007.10 Percentage

Real interest 
rate

Nominal Interest Rate-
Annualised inflation Rate RI 1980.01-

2007.10 Percentage

Real exchange 
rate Real Exchange Rate Index RER 1970.01-

2007.10 Index

Imports Imports of Goods and 
Services M 1980.01-

2007.10 Million ���

Exports Exports of Goods and 
Services X 1980.01-

2007.10 Million ���

Trade balance Exports-Imports NX 1980.01-
2007.10 Million ���

Note: the data was obtained from the Instituto Nacional de Estadística, Geografía e 
Informática’s web site: <www.inegi.gob.mx>. The real interest rate corresponds to the effective 
real interest rate. 


