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Resumen

El concepto de reserva fue la base para que Skinner considerara el cas-
tigo asimétrico del refuerzo. En este artículo demostraremos por qué el 
concepto de reserva fue abandonado por Skinner en la década de 1950, 
y cuáles fueron las implicaciones de eso para su punto de vista sobre el 
castigo. Skinner continuó a"rmando que el castigo era asimétrico al 
refuerzo. Concluimos que, aunque el concepto de reserva fue nomi-
nalmente abandonado, su lógica se mantuvo. También discutimos la 
terminología y la de"nición del castigo y sus mecanismos explicativos.
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Abstract

#e reserve concept was the basis for Skinner considering punishment 
asymmetrical to reinforcement in the 1930’s. In this paper we explore 
why he abandoned the re$ex reserve concept in the 1950’s, and what 
the implications of that were for his view on punishment. Skinner con-
tinued to claim that punishment was asymmetrical to reinforcement. 
We conclude that, although the reserve concept was nominally aban-
doned, its logic remained. We also discuss the terminology and de"ni-
tion of punishment and its explanatory mechanisms.

Keywords: punishment, 1950s, B.F. Skinner

In the "rst part of this review (Santos & Carvalho Neto, 2020) 
we described how Skinner changed his views about punishment in the 
1930’s. We showed that in 1935 Skinner held a symmetrical view of 
punishment which he called “negative conditioning”. In 1938, a change 
in the way Skinner talked about punishment occurred. He still called 
it “negative conditioning” but also “negative reinforcement”. However, 
in 1938, he started to question if punishment really weakened beha-
vior. We demonstrated that the basis for this questioning was the re$ex 
reserve concept (herea%er, the reserve concept). For Skinner, reinforce-
ment built a reserve (a number of responses that could be emi!ed in 
extinction) that could not be destroyed by punishment, according to 
his experiments. 

Nevertheless, Skinner started to question the reserve concept in 
1940. He (1977, unpublished le!er to Michael Zeiler, courtesy of the 
Archives of Harvard University) indicated that it was the study of in-
creasingly complex reinforcement schedules that de"nitively ended 
the usefulness of the reserve concept. #is review will show that this 
"nal change took place in 1950. Before this, however, Skinner discus-
sed punishment in Walden Two (1948). #e discussion of punishment 
in Walden Two therefore can be interpreted as having occurred in a 
period of transition between the questioning of and de"nitive aban-
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donment of the reserve concept. A%er his work in 1950, Skinner spoke 
about punishment in a more focused way – in 1953 and again in 1957. 
We will evaluate the e&ect that the ultimate contesting of the reserve 
concept had on the concept of punishment during this period. 

Andery (1990) suggested that Skinner (1938/1991) began a new 
stage in his descriptive and explanatory system focused on human be-
havior that culminated in a proposal for an experimental society, Wal-
den Two. In addition, she suggested that the 1950s was a period of extra-
polation of behavioral science to human issues. An example is the text-
book Science and Human Behavior (Skinner, 1953), which served as the 
basis for subsequent experimental analysis of human behavior (La!al & 
Perone, 1998). During this period, Skinner also became a psychologist 
with popular visibility in the United States (Rutherford, 2003). 

Punishment in the late 1940s: Terminology and de!nition

At the end of the 1940s the term “punishment” was "rst used 
in published papers. #e term appeared in Skinner and Campbell 
(1947), in which they described the construction of an apparatus for 
the repeated use of electric shocks. As it was a technical paper, there 
was no presentation or discussion of concepts. Skinner and Camp-
bell (1947) simply used the term “punishment” without de"ning it. 
#e word “punishment” was also used in Walden Two, where Skinner 
continued to use it interchangeably with the term “negative reinforce-
ment”: “Punishment. Negative reinforcement. #e threat of pain. It is 
a primitive principle of control” (1948, p. 302). In this novel he also 
presented the operations involved and the weak e&ect of punishment 
on the probability of a response: 

#e old school made the amazing mistake of supposing that the reverse [of po-
sitive reinforcement] was true, that by removing a situation a person likes or set-
ting up one he doesn’t like – in other words punishing him – it was possible to 
reduce the probability that he would behave in a given way again. #at simply 
doesn’t hold. […] We are gradually discovering – at an untold cost in human 
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su&ering – that in the long run punishment doesn’t reduce the probability that 
an act will occur. (Skinner, 1948, p. 260)

Skinner de"ned punishment in this passage by the "rst phrase. If the 
“removal of a situation that the person likes and production of one 
that the person does not like” can be interpreted as the withdrawal of 
positive reinforcement stimuli and the presenting of negative reinfor-
cement, then, in Walden Two, punishment is de"ned in these terms.

Skinner (1948) used the term “probability” in discussing punis-
hment. #e adoption of the term “probability” occurred before 1948, 
appearing in Skinner (1947) as an “end term” within behavioral scien-
ce, in the sense that probability should be the analytical tool of a pre-
dictive science of behavior. One might ask whether or not it was being 
con$ated with the term strength. Analytically speaking, the term pro-
bability does not seem to add anything beyond what the term strength 
accomplishes, that is, the analysis remains the same as in the 1930s, 
where, in the long term, punishment does not maintain a reduction in 
response frequency (for more details on the concepts of strength and 
probability, see Johnson & Morris, 1987; Ferreira & De Rose, 2010). 
Skinner (1948) also maintained the distinction between immediate 
suppressive (short-term or temporary) and long-term e&ects on beha-
vior in the same manner as he did in the 1930s (p. 260).

Skinner also discussed punishment intensity in a dialogue bet-
ween Castle and Frazier,1 where Castle says that if punishment is strong 
enough, behavior will not be repeated. #e answer given by Frazier 
was: “He’ll still tend to repeat it. He’ll want to repeat it. We haven’t re-
ally altered his potential behavior at all” (Skinner, 1948, pp. 260-261). 
In this excerpt, Skinner talks about “tendency” and “potential beha-
vior.” In the 1930s, he questioned the status of punishment because it 
did not a&ect the number of “potential” responses available to be elici-

1. Frazier is the planner of the Walden Two community, which is an experimental community 
based on behavioral science principles. Castle is a philosopher who, along with Burris, 
visits Walden Two in order to get to know the community. Castle represents traditional 
thinking and Frazier experimental thinking based on behavioral science. 
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ted (reserve). He seems to invoke in this context a similar explanatory 
logic, but with other semantics consistent with the analysis o&ered in 
the present review, in which the 1940s are considered a transitional 
period regarding the questioning and permanent abandonment of the 
reserve concept.

Bringing together the terminological characteristics and de"-
nitions presented here provides a de"nition of punishment in 1948 
that reads as follows: “Punishment, or negative reinforcement, is (1) 
a primitive control technique, (2) wherein the presentation of negative 
reinforcement or removal of positive reinforcement occurs, (3) which has 
a temporary e!ect and does not reduce the probability of a behavior in the 
long-term.”

"e !nal throes of the reserve concept: 1950

In the 1930s, Skinner considered punishment both symmetrically 
(1935) and asymmetrically (1938/1991) to reinforcement (Santos 
& Carvalho Neto, 2020). Arguably, the principal basis for asymmetry 
between reinforcement and punishment was the reserve concept.

Skinner (1948) considered punishment in terms of withdrawal of 
positive reinforcer and presentation of negative reinforcer. In terms of 
operations, these could be considered to be the opposite of reinfor-
cement. However, he argued that, in the long term, its e&ects would 
not be symmetrically opposed to those of positive reinforcement be-
cause punishment does not alter an organism’s tendency to behave. In 
discussing punishment, he seemed to have used an explanatory logic 
quite similar to the logic of the reserve, so it may be argued that, in 
1948, he continued to consider punishment as asymmetric in relation 
to reinforcement, and although the term “reserve” was not being used, 
its logic remained.

Skinner (1950) discussed the reserve concept, criticizing its use-
fulness in behavioral science: 
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One way of considering the question of why extinction curves are curved is to 
regard extinction as a process of exhaustion comparable to the loss of heat from 
source to sink or the fall in the level of a reservoir when an outlet is opened. 
Conditioning builds up a predisposition to respond – a “reserve” – which extinc-
tion exhausts. #is is perhaps a defensible description at the level of behavior. 
#e reserve is not necessarily a theory in the present sense, since it is not assigned 
to a di&erent dimensional system. It could be operationally de"ned as a predicted 
extinction curve, even though, linguistically, it makes a statement about the mo-
mentary condition of a response. But it is not a particularly useful concept, nor 
does the view that extinction is a process of exhaustion add much to the observed 
fact that extinction curves are curved in a certain way. (Skinner, 1950, p. 203) 

In this excerpt, the usefulness of the reserve concept was questioned, 
along with the notion of extinction as an exhaustion process; reserve 
was de"ned as “a planned extinction curve.” Although Skinner (1950) 
argued that the reserve concept was not a theory2 because it did not 
invoke explanations in another domain that could not be observed, for 
example, he judged it to be useless. From this point onward, there is no 
explicit use of the term by Skinner, at least not in the texts selected for 
this review. #e term occurred again only in his autobiography (Skin-
ner, 1979) and in a review of “"e Behavior of Organisms” (Skinner, 
1989, p. 125), where he stated that the concept should have been aban-
doned sooner, because speculating about what is happening within the 
organism was a violation of a basic principle. 

Considering the reserve concept as useless leads to certain im-
plications for Skinner’s behavioral system, which was, from the mid-
1930s, based on this concept. If the reserve concept does not serve, 
then the de"nitions of conditioning as the “creation of a reserve” and 
extinction as “exhaustion” also should no longer serve, nor should the 
notions of drive and emotion in terms of changing the ratio between 
strength and reserve. #e division of behavioral operations is therefore 
lost, along with the basis for classifying them di&erently.

2. Skinner (1950) de"nes theory as any explanation for an observed event that refers to 
events that are located on another dimension or level of observation, described in di&erent 
terms and measured in terms of di&erent dimensions (p. 193).
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Skinner (1950) tried to explain extinction without resorting to 
the notion of exhaustion. He said that two variables are important in 
extinction: emotion – generated by failure in the production of reinfor-
cement – and novelty – in that the situation of extinction (a%er conti-
nuous reinforcement) is quite distinct from conditioning: because the 
responses do not produce more reinforcement, there is no ingestion 
and there is production of emotional responses. #e “novelty” factor 
was considered by Skinner to be the most important in the explana-
tion of extinction, and this can be observed with the use of periodic 
reinforcement.3

When there is periodic reinforcement, conditioning and extinc-
tion situations become more similar because there are periods of ex-
tinction during periodic reinforcement. #us, there is adaptation of 
emotional responses, and the novelty factor is lower. Extinction cur-
ves with fewer and longer cyclical $uctuations therefore are produced. 
Skinner (1950) noted, however, that, if the interval is "xed, there is a 
possibility of discrimination because high response rates are correla-
ted with the presentation of reinforcement and low rates are correlated 
with the absence of reinforcement.

Skinner (1950) stated that by preventing discrimination forma-
tion by using aperiodic reinforcement, the novelty factor can be de-
creased.4 Within this variable-interval schedule, there is no correlation 
between di&erent response rates and di&erent reinforcement probabi-
lities. So% extinction curves therefore are produced such that respon-
ding is constant and more sustained than are the extinction curves de-
veloping following either continuous or periodic reinforcement.

3. When describing periodic reinforcement, Skinner (1950) outlined an intermi!ent 
schedule in which the presentation of reinforcement depended on the response, but in 
which reinforcement availability was assigned a%er a "xed time interval had elapsed.

4. Skinner (1950) de"ned aperiodic reinforcement as a schedule in which there are intervals 
between reinforced responses that are so short that no non-reinforced response intervenes, 
and long intervals (two minutes in this case). Other intervals are distributed periodically 
between the lowest and highest interval value, with the average equal to one minute (p. 
207).
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With these conclusions, Skinner (1950) argued that the fact that 
intermi!ent reinforcement produces extinction curves that contained 
a larger number of responses than the ones a%er continuous reinfor-
cement is hard to explain, if one expects a linear relation between the 
number of reinforcers and extinction. #is means that it is possible to 
have extinction curves containing many more responses as compa-
red to those numbers a%er continuous reinforcement, even when the 
number of reinforcers is the same. Such results violate both the reserve 
principle (where there is an established relation between the number 
of reinforcers and number of responses in extinction) and the principle 
of extinction as exhaustion.

Skinner (1950) showed that intermi!ent reinforcement schedu-
les were crucial for abandonment of the reserve concept. Furthermore, 
there was a change in the treatment of extinction. It could be argued, 
then, that in this context, extinction lost its symmetrical character in 
relation to conditioning because it was no longer a simple process of 
removing responses built through conditioning. Rather, it depended 
on other factors, such as the similarity of extinction to the conditio-
ning condition and thus the reinforcement schedule used, and discri-
mination.

It is possible to argue that Skinner (1950), even with a new analy-
sis of extinction, still regarded it as the opposite of reinforcement, as 
illustrated by statements like these: “As the organism learns, the rate 
rises. As it unlearns (for example, in extinction) the rate falls” (Skinner, 
1950, p. 197); “Learning is said to take place because the reinforce-
ment is pleasant, satisfying, tension reducing and so on. #e converse 
process of extinction is explained with comparable theories” (Skinner, 
1950, p. 200).

In 1948, it appears that punishment continued to be considered 
asymmetric in relation to reinforcement and that the explanatory logic 
of the reserve was used. As noted previously, the reserve concept be-
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gan to be called into question in 1940;5 however, Skinner arguably did 
not abandon it completely until at least 1950. Walden Two was writ-
ten in this period; therefore, the concept’s logic, although shaken, may 
have been maintained by Skinner in this work.

#e reserve concept was "nally abandoned by the end of the 
1940s because it no longer had predictive value. In the "rst part of this 
review (Santos & Carvalho Neto, 2020) we suggested that the reserve 
was Skinner’s basis for considering punishment asymmetrical to rein-
forcement. Now, the question that arises is how Skinner maintained 
his view of punishment as asymmetrical to reinforcement, without the 
reserve concept. In the next sections, we will describe the de"nition of 
punishment, its explanatory mechanisms, and the issue of symmetry 
and asymmetry in relation to reinforcement in the 1950’s, without the 
reserve. 

Punishment in the 1950s: Terminology and de!nition

#e term used in the 1950s was only “punishment” (Rogers & 
Skinner, 1956; Skinner, 1953, 1953/2005, 1955a/1999 1955b/1999, 
1957, 1957/1992). #e term “negative reinforcement” came to des-
cribe a behavioral procedure/process, where a class of responses pro-
duced removal from (escape) or avoidance of a negative reinforcer 
stimulus and, as a consequence, the probability of the response class 
increased in similar conditions (Skinner, 1953/2005).

Negative reinforcement became a type of reinforcement. #e 
terms “positive” and “negative” no longer indicated an increase or de-
crease in the strength of the operant, but rather stimulus “addition” or 
“subtraction” operations. #is distinction, based on the operation, was 
made by Keller and Schoenfeld (1950) and subsequently was adopted 
by Skinner (1953/2005) (Michael, 1975).

5. Skinner (1989) stated that he abandoned the reserve concept within a year of the publication 
of his 1938 paper, but he still used it a%er that period in the works published in 1941.
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Skinner (1953/2005, 1957/1992) de"ned the terms “punish-
ment” and “reward” as retroactive e&ects of the consequences of beha-
vior on the organism. Skinner identi"ed the lay term “reward” with the 
technical term “reinforcement,” and “punishment” remained a lay and 
technical term, as negative reinforcement now had another meaning.

#e types of consequences that may be retroactive on the orga-
nism were classi"ed as positive and negative reinforcers. #ese conse-
quences were identi"ed through their e&ects (increase) on the proba-
bility of a class of responses that are contingent: positive reinforcers 
are produced by the response, and negative reinforcers are removed; 
the process (behavioral change) or procedure (operations performed) 
was called positive or negative reinforcement. In describing the two ty-
pes of reinforcement and the di&erences between them, Skinner said: 
“#e di&erence between the two cases will be clearer when we consi-
der the presentation of a negative reinforcer and the removal of a positive. 
#ese are the consequences which we call punishment (Chapter XII)” 
(Skinner, 1953, p. 73). One can observe a further speci"cation of the 
term “punishment”: presentation of negative reinforcers and the remo-
val of positive reinforcers.

Skinner (1953/2005, pp. 71, 78, and 182) also referred to punis-
hment as a “control technique” used to reduce behavioral tendencies 
that are constructed by reinforcement (Skinner, 1953/2005, p. 182). 
He said, however, that punishment does not put an end to these ten-
dencies, because its suppressive e&ects are temporary and behavioral 
reduction is not permanent: “More recently, the suspicion has also ari-
sen that punishment does not in fact do what it is supposed to do. An 
immediate e&ect in reducing a tendency to behave is clear enough, but 
this may be misleading. #e reduction in strength may not be perma-
nent” (Skinner, 1953/2005, p. 183).

Some points are worth mentioning. #e "rst is the use of the word 
“tendency” which seems to be identi"ed by Skinner (1953/2005) – 
along with predisposition – with probability, both being described based 
on frequency. Since the 1930s, the basic data of behavior analysis have 
been the rate or frequency of responses, which is used to infer the con-
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cept of strength and now of probability. Note that Skinner (1948) used 
the term “probability” and here uses the term “strength,” supporting the 
interpretation that they could be used with the same connotation.6

It seems safe to state that when Skinner (1953/2005) used the 
terms “tendency” or “predisposition,” he was referring to the proba-
bility of the organism behaving, inferred from the frequency, that is, 
how o%en a response sample occurs over a period of time. #is leads to 
the second point that should be highlighted in terms of punishment: 
its temporary versus permanent e&ect, a distinction maintained by 
Skinner since the 1930s. When he spoke of punishment, this temporal 
division seemed to be de"ning: punishment has temporary e&ects on 
probability (tendency), these e&ects do not last over time.

E&ect durability is a complicated de"ning characteristic from a 
practical and an experimental point of view because one might ask: 
How long, in units of time, is “temporary” and “permanent”? By which 
criteria can one ascertain whether something is temporary or not? 
Upon what does durability depend? For how long must an experiment 
continue to ascertain whether a response remains suppressed or not?

Skinner (1953/2005) maintained this temporal distinction based 
on one of the experiments he published in 1938, which also is cited in 
the 1953 book. In this experiment, he used a mild punishment (a slap 
on the paws of rats for 10 min) and observed that when the punish-
ment was discontinued, the response recovered completely. He also 
stated that when the punishment was severe it was more di'cult to 
demonstrate that the responses will reappear, but even in these condi-
tions, a%er a period of time, the rate did not remain low and returned 
to the levels to be expected had punishment not been administered. 

6. Probability and strength seem to have the same meaning, as can be seen in the statements: 
“In operant conditioning we “strengthen” an operant in a sense of making a response more 
probable or, in actual fact, more frequent” (Skinner, 1953, p. 65); “Our basic datum is not 
the occurrence of a given response as such, but the probability that it will occur at a given 
time. Every verbal operant may be conceived of as having under speci"ed circumstances as 
assignable probability of emission – conveniently called “strength” (Skinner, 1957, p. 22).
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As the durability of suppression in punishment is not permanent, 
Skinner (1953/2005) did not consider it to be “opposite to reward” (p. 
184). He argued that punishment does not have e&ects that are com-
parable, albeit di&erent in direction, to those of reinforcement. #us, 
his de"nition could not follow the logic of the de"nition of reinforce-
ment. It is assumed that because of this he said: 

We must de"ne punishment without presupposing any e&ect. #is may appear to 
be di'cult. In de"ning a reinforcing stimulus we could avoid specifying physical 
characteristics by appealing to the e&ect upon the strength of the behavior. If a 
punishing consequence is also de"ned without reference to its physical charac-
teristics and if there is no comparable e&ect to use as a touchstone, what course 
is open to us? #e answer is as follows. We "rst de"ne a positive reinforcer as 
any stimulus the presentation of which strengthens the behavior upon which it is 
made contingent. We de"ne a negative reinforcer (an aversive stimulus) as any 
stimulus the withdrawal of which strengthens the behavior. Both are reinforcers 
in the literal sense of reinforcing or strengthening a response. Insofar as scienti"c 
de"nition corresponds to lay usage, they are both “rewards.” In solving the pro-
blem of punishment we simply ask: What is the e&ect of withdrawing a positive 
reinforcer or presenting a negative? (Skinner, 1953/2005, pp 184-185).

#e statement that one should de"ne punishment without assuming 
any e&ect can cause confusion because Skinner (1953, 1953/2005) 
presented punishment as one of the retroactive e&ects of behavioral 
consequences and also made statements about its temporary e&ects 
(Skinner, 1953/2005). #us, one might ask: If punishment is classi"ed 
as a retroactive e&ect of consequences, and if Skinner presents short 
term e&ects, how could he say that punishment has no e&ect? #is con-
fusion is resolved when one observes that, by stating that punishment 
has no e&ect, Skinner was probably referring to an e&ect that was com-
parable to that of reinforcement.

In summary, "ve de"ning elements were identi"ed that if grou-
ped together would yield the following de"nition: Punishment is a 
behavioral control technique (1), characterized by the presentation of 
negative reinforcement or removal of positive reinforcement contingent on 
a class of responses (2). #ese operations act retroactively on behavior 
(3), producing temporary suppression of a response class (4), and this 
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retroactive action is not comparable to the e!ects of reinforcement (5). Ele-
ments 1, 2 and 3 were present in the 1948 de"nition, and most of them 
(2, 3, 4 and 5) were in the de"nition subsequently provided by Skinner 
(1957/1992). It also is part of the de"nition of punishment that its 
e&ects must not be considered comparable to the e&ects of reinforce-
ment. #us, the thesis of asymmetry arises again, even within Skinner’s 
(1950) own discussion of the topic. 

Explanatory mechanisms of behavioral suppression

When discussing punishment, Skinner (1948) argued that its 
e&ects are immediate and that it does not reduce the probability of the 
punished response in the long term. However, in this novel, Skinner 
does not describe the behavioral mechanisms involved in this tempo-
rary suppression, as he did in 1938.

#e “immediate versus long-term e&ects” dichotomy remained in 
Skinner’s 1950s writings about punishment (1953/2005; 1957/1992). 
Skinner (1953/2005) argued that the e&ects of punishment on beha-
vior were immediate or temporary, that is, punishment did not have 
long-term e&ects. He a'rmed that based on at least one experiment 
published in 1938 (Experiment II). In his words:

#e di&erence between immediate and long-term e&ects of punishment is clearly 
shown in animal experiments. In the process of extinction the organism emits a 
certain number of responses which can be reasonably well predicted. As we have 
seen, the rate is at "rst high and then falls o& until no signi"cant responding oc-
curs. #e cumulative extinction curve is one way of representing the net e&ect of 
reinforcement, an e&ect which we may describe as a predisposition to emit a cer-
tain number of responses without further reinforcement. If we now punish the 
"rst few responses emi!ed in extinction the theory of punishment would lead 
us to expect that the rest of the extinction curve would contain fewer responses. 
If we could choose a punishment which subtracted the same number of respon-
ses as are added by a reinforcement, then "%y reinforced responses followed by 
twenty-"ve punished responses should leave an extinction curve characteristic 
of twenty-"ve reinforced responses. When a similar experiment was performed, 
however, it was found that although punishing responses at the beginning of an 
extinction curve reduced the momentary rate of responding, the rate rose again 
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when punishment was discontinued and that eventually all responses came out. 
#e e&ect of punishment was a temporary suppression of the behavior, not a re-
duction in the total number of responses (Skinner, 1953/2005, pp. 183-184).

In this excerpt, Skinner (1953/2005) demonstrated that his view of 
extinction was remarkably similar to the 1930’s. #e extinction repre-
sents the net e&ect of reinforcement, so it was its best measure. Punis-
hment would have long-term e&ects if it a&ected the total number of 
responses emi!ed in extinction. Skinner observed that punishment 
did not have this e&ect, it only disrupted responding at the beginning 
of extinction. He still argued that even under severe punishment the 
total number of responses emi!ed during extinction was not lower 
than if no punishment had been administrated.

Even if punishment did not have long-term e&ects on behavior, 
Skinner (1953/2005) had to explain why the ‘immediate suppression’ 
occurred. For that, he described three e&ects of punishment: (1) eli-
citing incompatible respondent behavior and emotional predisposi-
tions; (2) building new conditioned aversive stimuli (properties of the 
punished behavior and context) through paring that will elicit incom-
patible respondent behavior and emotional predispositions; and (3) 
selecting any response class which withdraw or avoids these conditio-
ned aversive stimuli (negative reinforcement). 

#ese e&ects, which we o%en call explanatory mechanisms, are 
important because they explain why behavior is suppressed by punish-
ment as soon as punishment occurs ("rst mechanism) and why beha-
vior keeps being suppressed when punishment no longer occurs (se-
cond and third mechanism). We use the term explanation in discussing 
these mechanisms, but it is important to clarify that this term does not 
refer to a theory in the sense criticized by Skinner (1950). We describe 
the three mechanisms in the order presented by Skinner (1953/2005). 
Keeping the order is important because, in our interpretation, the me-
chanisms are hierarchical. #at is, the "rst one needs to occur for the 
second to take place, and the second needs to occur for the third to 
take place. We recognize that this is a hypothesis that could be tested. 
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First mechanism: Explanation of behavioral suppression when pun-
ishment is in force

Skinner (1953/2005) stated that the "rst behavioral suppression 
mechanism involved in punishment is con"ned to the immediate si-
tuation, when punishment is being administered. #e presentation of 
conditional or unconditional aversive stimuli elicits incompatible be-
havior and generates emotional responses that interfere with punished 
behavior (p. 186). So, in this moment, the behavior is suppressed. #is 
e&ect does not need to be followed by any lasting behavioral change 
that could be viewed when punishment was not in force anymore. 
Skinner stressed that the behavioral suppression observed when pu-
nishment is in force is not typical of punishment itself, but of the pre-
sentation of aversive stimuli, whether contingent or not on a response 
class. #at is, any aversive stimuli could disturb a response in course 
when presented, despite its functional relation to behavior. 

Skinner (1953/2005) gave the example of the child who is pin-
ched by his mother for laughing in church – the pinch elicits incom-
patible responses (e.g., crying), so the laughter stops momentarily. 
Regarding emotional predispositions, Skinner said that a man can be 
stopped from escaping, for example, simply by making him “angry.” 
#is can be done via an emotional operation that will change the pro-
bability of certain responses that are maintained via common conse-
quences. When someone is angry, the reinforcing value of the conse-
quence “doing harm” increases and the probability of the behavior that 
produced this result in the past increases. #ese responses, in this case, 
are incompatible with the escape response because, to produce harm 
the individual must be close to the object or person on which the da-
mage will be in$icted.

Second and third mechanisms: Explanation for maintained behavio-
ral suppression when punishment is no longer in force

Skinner (1953/2005) argued that punishment may have e&ects 
that go beyond the immediate situation. In this case, he explained why 
punished behavior remains suppressed even a%er removal of the pu-
nishment. Two mechanisms are involved in lasting suppression: (1) 
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conditioning of neutral stimuli to become conditional aversive stimuli; 
and (2) negative reinforcement.

#e conditioning of neutral stimuli into conditional aversive sti-
muli works similarly to the "rst mechanism. #e di&erence is that the 
stimuli that elicit unsuited responses and emotional predispositions 
have been conditioned according to Pavlovian principles. #e neutral 
stimuli that will be conditioned may arise from (1) the punished beha-
vior itself, whereby stimulation arising from the response itself is pai-
red with the aversive stimulus; and (2) external stimulation that occurs 
concomitantly with the punished response. Both become conditional 
aversive stimuli capable of evoking incompatible behavior (Skinner, 
1953/2005, p. 1987).

Incompatible behavior may be (1) respondent – e.g., responses of 
glands and smooth muscles; and (2) operant – e.g., emotional predis-
positions, which are changes in the normal probability of behavior, as 
in the example of the angry man. #e emotional predispositions could 
be treated as motivating operations (Laraway et al., 2003). Although 
the second mechanism is not primary in explaining the suppressive 
e&ects of punishment, it is important because the behavior that was 
punished does not occur because stimulation resulting from the res-
ponse itself or external circumstances produces respondent and ope-
rant responses that interfere with the punished response.

#e third mechanism (negative reinforcement) is, for Skinner 
(1953/2005), the most important: when a response is followed by 
an aversive stimulus, any stimulation that accompanies the response, 
whether arising from the behavior itself or from concomitant circum-
stances, will be conditioned aversively. Because the response-depen-
dent removal of aversive stimuli can act as negative reinforcement, any 
response that reduces conditional aversive stimulation is negatively 
reinforced (p. 188).

In Skinner’s view (1953/2005), behavior that reduces or prevents 
aversive stimulation must be speci"ed for both theoretical and practi-
cal reasons (p. 189). Such behavior can be: (1) the opposite of the pu-
nished behavior; (2) “doing nothing,” in the sense of standing still; or 
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(3) behavior appropriate to other variables that occur in the situation 
but that are not su'cient to explain the degree of probability without 
the addition of negative reinforcement (i.e., imagine a situation where 
a child stays o& task in classroom most of the time, and the teacher sets 
up a behavioral program in which the child has to work on a task for 
10 min in his seat to access 10 min of interval—recess. #e teacher ob-
serves, when this contingency is in force, that the frequency of on task 
behavior increases, but not to the point he would consider acceptable. 
#en, the teacher adds a response cost contingency in which the child 
loses one min of interval for every minute he stays o& task. A%er that, 
the teacher observes an increase in the frequency of on task behavior).

Skinner (1953/2005) discussed in greater detail behavior that 
interferes with punished behavior, labeled as “doing nothing” or 
“doing anything else.” He noted di&erent types of con$ict generated by 
punishment:7 (1) the response produces positive and negative reinfor-
cers (e.g., eating food that taste “good,” but results in poor digestion); 
(2) the response produces "rst negative and then positive reinforcers 
and (3) the response produces an aversive stimulus unless another one 
is emi!ed (e.g., pu!ing on a raincoat on a dark, cold day—if one fails to 
emit this response in particular, one will contact an aversive stimulus, 
cold rain).

Skinner (1953/2005) noted that it is tempting to formulate these 
cases without mentioning the incompatible behavior because if one is 
concerned about whether the individual does or does not perform a 
particular response, and if he does not, there will be a tendency to talk 
about negative probability if responses that occur are not speci"ed. 
However, Skinner stressed that the purpose of a science of behavior—
prediction and control—is achieved when dealing with positive, but 
not with negative, probabilities.

7. A class of responses that is punished is likely to be maintained by reinforcing consequences 
in a schedule. Because the same class produces positive and negative consequences, it 
creates con$ict.
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To be concerned with what the organism does is perhaps one of 
the most important contributions of Skinner’s formulation of punis-
hment, whether or not it is the most appropriate with regard to the 
description and explanation of behavior. It is valuable to consider the 
responses that occur when the punished behavior no longer occurs be-
cause they may not be more e&ective or “be!er,” from an ethical point 
of view, than the punished behavior, either for the individual or for 
society. #us, a formulation that emphasizes these responses may be 
important to the behavior analyst because it draws a!ention to what 
the individual is doing.

#e temporary e&ects of punishment are explained via mecha-
nisms that have been described previously. How “temporary” these 
e&ects are will depend on the degree of conditioning of the stimuli ge-
nerated by the response itself or by concomitant circumstances. #e-
refore, parameters such as the intensity and duration of the aversive 
stimuli play an important role in the durability of suppressive e&ects.

Figure 1 is a schematic representation of the explanatory mecha-
nisms of response suppression involved in punishment, based on Skin-
ner (1953/2005): 
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Figure 1
Diagrammatic representation of the mechanisms of punishment in the 1950s

Note. #e abbreviations correspond to the following: S1, S2, S3, S4, S5... = context; R = 
punished response; sR1, sR2, sR3... = properties of punished R; SR+ = positive reinfor-
cement; Sav= aversive stimulus; Rp1,2,3 = elicited responses; Re1,2,3 = emotional predis-
positions; (...) = time; Sav1, Sav2, Sav3, Sav4, Sav5... = antecedent aversive stimuli (context); 
sRav1, sRav2, sRav3, sRav4, sRav5... = aversive properties of the punished response; Ri= in-
compatible response; (black line upwards) p = increase probability; horizontal black 
line = produces; continuous line = evokes; horizontal black line cut by continuous line 
= removes or reduces.

According to Figure 1, one can observe that a response class (R) 
is emi!ed and produces a reinforcer (SR+) in a context (S1, S2, S3, S4). 
However, this response class also produces an aversive stimulus (Sav). 
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Now the suppression starts because the aversive stimulus elicits res-
pondent behavior (Rp1,2,3) and emotional responses (Re1,2,3). But the 
aversive stimulus also changes the function of response properties 
(sRav1, sRav2, sRav3…) and context (Sav1, Sav2, Sav3). #ey become condi-
tional aversive stimuli. When the organism is placed in the same con-
text and the probability of punished behavior increases, the properties 
of behavior and the context, now, function as aversive stimuli, so any 
behavior that eliminates these conditional aversive stimuli is reinfor-
ced negatively. 

#e negative reinforcement is an included mechanism that had 
not been presented in the 1930’s. Skinner (1938/1991) had not deve-
loped the concept of negative reinforcement, so it was not included in 
the analysis of punishment. Once Keller and Schoenfeld (1950) had 
made the distinction between positive and negative reinforcement and 
Skinner adopted it, it was possible to include this new explanatory me-
chanism in the analysis of punishment.

#e remaining question is: What were the conditions that led 
Skinner to include this new mechanism? Keller and Schoenfeld (1950) 
did not invoke negative reinforcement in their analysis of punishment. 
An explanation of punishment as occurring via the emergence of an 
antagonistic response was, however, posited by Konorski and Miller 
(1937). It seems plausible to consider that Konorski and Miller’s cri-
tique had some in$uence, although there was a considerable time gap 
between the two works.

Another factor that appeared was a merging of emotion and moti-
vation (Skinner 1953/2005). Skinner argued that the presentation of 
an aversive stimulus resembled a sudden increase in deprivation in its 
e&ects on behavior. However, because deprivation is an operation and 
di&er from the presentation of stimuli, he argued that deprivation and 
presentation of an aversive stimulus should remain in separate "elds – 
motivation and emotion, respectively (for details, see Pereira, 2013). 
Skinner (1957/1992) introduced a distinct concept in recognizing 
the presentation of aversive stimuli as a motivational operation. #us, 
whether one analyzes punishment in terms of emotion or motivating 
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operations does not appear to result in any great theoretical di&eren-
ces, although Skinner continued to use the former. 

Symmetry and asymmetry with reinforcement

In the 1950s, the hypothesis of punishment asymmetry in relation 
to reinforcement was maintained. Skinner (1953/2005; 1957/1992) 
stated at various times that punishment is not the opposite of reward 
or reinforcement (Skinner, 1953/2005, pp. 184, 230), it does not pro-
duce a direct weakening of responses (Skinner 1953/2005, p. 360) and 
the assumption that punitive consequences would reverse the e&ect 
of reinforcement has not survived experimental analysis (Skinner 
1957/1992, p. 166).

#e reserve concept which underpinned the thesis of asymmetry 
in the 1930s was abandoned in the 1940s. Although in the 1950s the 
term “reserve” was no longer used, when talking about punishment, 
the logic involved in the concept remained. Skinner (1953/2005) ci-
ted one of his 1930s experiments to illustrate why punishment is not 
the opposite of reinforcement, making an input-output type analogy 
to describe that, if 50 responses are reinforced and 25 punished, one 
would have to expect an extinction curve containing 25 responses (p. 
184). #is example included characteristics of the reserve concept 
(potential number of responses that will be elicited in extinction) and 
assumed a simple relation between the number of reinforcers and the 
number of subsequent responses that Skinner already had questioned 
(Skinner, 1950).

It therefore seems that some of Skinner’s older ideas survived 
in the analysis of punishment in the 1950s. Although questioned in 
1950, the notion of extinction continued to be represented by Skin-
ner as symmetrically opposed to reinforcement. Skinner (1953/2005) 
noted, for example, that extinction removes an operant from the reper-
toire of an organism (p. 71) and that it has the e&ect of reversing the 
process generated by reinforcement (p. 206).
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It has been noted that, by abandoning the reserve concept, Skin-
ner abandoned the basis for the thesis of asymmetry between reinfor-
cement and punishment. Although he had nominally abandoned the 
concept, some of its de"ning elements remained in use. For example, 
he continued to state that reinforcement builds a number of potential 
responses (Skinner, 1957, p. 2) and that extinction was its main mea-
sure (Skinner, 1953/2005, p. 184).

#ese ideas demonstrate the notion that the e&ects of reinfor-
cement are observed in the future and the reserve concept had the 
function of explaining why this occurs. #e way Skinner discussed the 
reserve in the 1930s was more rigid and was characterized by the meta-
phor of a hydraulic system, which experimentation with reinforcement 
schedules and drive proved inadequate. #ere was no exact relation 
between the number of reinforcers and number of responses in extinc-
tion, and changes in the drive produced direct changes in the number 
of responses. Although Skinner could no longer speak about the reser-
ve, the fact that reinforcement changed the organism in the sense of 
constructing the potential for responses observed in the future was not 
disputed. #e accuracy of the numerical relation between reinforcers 
and responses and that variables could change this potential number 
were the contested issues.

#e core of the reserve concept (change in the organism observed 
in the future) remained, and with it, the thesis of asymmetry, despite 
the questions posed by Skinner himself (1950). However, even befo-
re his 1950 work, Skinner seemed to $irt with the symmetry thesis. 
Skinner mentored Estes’ (1944) monograph, in which he extended 
Skinner’s analysis of punishment. In discussing the experiments, Skin-
ner (1979) stated that “... although strong punishment evidently “re-
duced the reserve, the eventual rate of engaging in punished behavior 
was not much a&ected” (p. 278). In this assertion, Skinner admi!ed 
that very intense punishment eliminates tendencies to behave (“reser-
ve”), which would leave punishment, at high intensities, diametrica-
lly opposed to positive reinforcement. #is position is di&erent from 
the one Skinner (1938/1991) argued, even when he used the “slap” 
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for an extended period and observed no response recovery. However, 
although Skinner seems to have recognized this fact, no one knows for 
sure if this recognition had occurred at the time when the monograph 
was being produced (1940s) or if it occurred later during the writing of 
his autobiography. If the "rst interpretation is correct, this recognition 
did not a&ect the way he portrayed punishment in 1953 and 1957. If 
the second is correct, some type of change in his conceptualization of 
punishment proposal should be identi"able in the 1970s.

Final considerations

At the end of the 1940s, the term “punishment” was "rst used in 
published documents. However, Skinner (1948) also used the term 
“negative reinforcement” with the same connotation. In 1948, the 
de"nition of punishment remained the opposite of reinforcement in 
operational terms, but Skinner maintained the hypothesis of asymme-
try, also maintaining its division between temporary and permanent 
e&ects. #e 1940s may have been years of transition from the ques-
tioning of the reserve concept to its de"nitive abandonment. #us, 
the de"nition of punishment presented in 1948 and the explanation 
of its e&ects maintain the same logic as in the 1930s. Skinner (1950) 
announced the futility of the reserve concept and maintained that its 
argument was based on studies with intermi!ent reinforcement sche-
dules that, together with the data obtained in 1940, eventually broke 
the logic between the number of reinforcers and number of responses 
observed in extinction. In this article, Skinner questioned whether ex-
tinction was really the reverse of reinforcement, despite maintaining 
this assumption in his other works.

With the "nal contesting of the reserve concept, the de"nition 
of punishment presented in the 1950s was analyzed. Several factors 
were considered de"ning, especially the operations that remained the 
same and the division between temporary and permanent e&ects of 
punishment. #ree mechanisms were used to explain the temporary 
e&ects of punishment and how temporary they are. #e "rst two, in 
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a way, already were present in the 1930s, and only the third (negative 
reinforcement) was added. #e thesis of asymmetry was maintained 
even a%er it was contested in 1950. It was argued that, although the 
reserve concept had been abandoned nominally and in a strict sense, 
its main characteristic (change in the organism produced by the rein-
forcement) remained in Skinner’s analysis, allowing him, arguably, to 
sustain the thesis of asymmetry.
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